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The data acquisition system for the Large Scintillating Neutrino Detector (LSND) is
described. The system collects time and ch:irge information in mid time from 1600
photomultiplier tubes and passes the data in intelligent-trigger selected time
windows to analysis computers, where events ;lre reconstructed and iinalyzed its
candidates for ii variety of neutrino-related physics processes, The system is
composed of fourteen VME crates linked to ii Si!icon Gmphics, Inc. “4D/4M)”
multiprocessor computer through multiple, p;willel Ethemets, and z collection of
contemporary high-perfomxmce workst~uions.

Introdwtion

Experimental neutrino physics itt energies of less [him 1 GeV hiis historically been pl[igtled by low
signal to noke ri]tios; ,n particular the mte from cosmic mys domintitm the signal rate by orders of
miignitude. T}lis htts forced most experimenters to retrcitt to low background mdiiltion zones in
deep mines and caverns, A new desi m for an event-driven dtitii itcquisition system is described for

fii detector being built m Los Alamos or a new genemrion of neutrino oscillatmn searthes. The
sys[ern described here represel~ts a use of con[cmporiu-y technology to confront the costnic-rity r;ltc
in ii surfi~ce neutrino experiment in a novel wily, I’he tlp~~itiittt]sconsists of a 200”ton volume of’
dilute liquid $cintillator viewed by 1220 phototnultiplier tubes (Figure I ) and surrounded by a
cxxmic-ray veto tank of scintillutor viewed by iil~;idditional 292 photomultiplicr tubes. “Nw
detector ()~ri~tes iis ;\ combini~tion ~erenkov and scintillittion detector to provide tracking [In(lgtmxl
l(~w-energy resolution,

*
‘[’hesystrrn is built in tll(~lll[~r VME-bi~se(j instrtlll]ctr~t;ltit~tl,Thirteen VME crates, (’i~ll~~i“(j-”l’
l.’riites”,ci~~h~(~t]tiiit~sixteen ~jht~t~)tl~tiltil]licr-~i:~[iliic(l[]irit~g “Q-T (MIs”, trigger di~ti~~ilr(is, i~tl(i;I
(~!+040-hi~s~(l”monoboard c(mlpufer (t, g,, MoI~)rol:i NIVMI!- 167). !Iii~h of thcs~ ~rilt~sc’t}ll~~’ts
c’hilrgeilllll tinle diltil for I28 l>t~~)torlli]ltil~liertllllcs illl(l sttwcs the data [it I(X)ns intervals in (1[1;11

100”)IS(iecisitw pcri~xj. A Itwrtccntllp(wttd nmtntwics [)f sutllcicnt de[~th to i~ll(~wtt]c IIIg}:C~ [I -



crate, the trigger crate, sel&ts events of interest and initiates the transfer of Q-T data to local FIFO
memories, This rngger contains cards that monitor time-series data on the number of
photomultiplier tubes “on” in any 100 ns interval and the total charge detected by all the tubes in the
main tank. It uses a system of fast digital comparators and memory stacks to ailow past history
correlations of events, and a mcmoboard compuwr w make rngger decisions and broadcast trigger
signals to the Q-T crates. The monoboard computers in tile Q-T crates control the VME bus d~tii
transfer of the event time-window data in the FIFOS, compensate and compact the data stream, and
pipe it to the SGI 4D/480 over several Ethernet cables. The data streams from the fourteen VNIE
criites are brought together and assembled as packages of events by the SGI 4D/480.

Data Acquisition Circuitry

A high-performance integriitor and a discriminator-triggered, linearly rising voltage riirnp serves
each phototube (Figure 2), The integrator has a bandwidth of 1 GHz and an exponential ciecay
co)lstant of about 6 ps. The linearly rising voltage ramp allows fine time information to be acquire~i
with 1 ns granularity, Flash analog to digjtitl convertors (MC 10319) present eight-bit digitized

values of the integrator output and the vol(~ge ramp at 100 ns intervitls to 2048 x 8 bit dual-portt’d
memories (CY7C 142-35PC), which record these data at addresses equivalent to the time of
occurrence, This s:ystem stores in excess of 2(X)ys of time history for all the phomtubes in the
experiment, The system also presents summary information to the trigger crate. The trigger
decision will be based upon the number of hit phototubs and the total number of photoelectrons
withi~ the detector, These signals, ccmbined with event history correlations wiil UIIOWa trigger
decision to be nlade and appropriate dual-port wkiresses are broadcast back to the Q-T criites.
Upon receipt of a trigger, the Q-T cards will transfer digitized values (typically four) from the ciual-

ported nlemories to 2048 x 9 bit FIFO memories (CY7C428-X)PC), which are accessible at VAIE
bus locations. This hardware system has the capacity to record a burst of up to 500 events
provided the trigger deci:;ion is made within 200 LS of the event, (Figure 3,)

“Thedtitit acquisition circuitry is continuitlly presenting digitized information, Triggering is
accotnpliihed by tritm+fering these data to a buffer for later read-out over a VME h, A burst of
W) events at a rate of approximately 2 MHz cm be scniced without difficulty, however, the
average data rute is expected to be of the order of I(X)Hz,

VME Crate Operition

Path of thirteen VME cra!cs will contain u VME monohxwd computer running the VxWorl.s
operating systenl, sixteen Q-”l’CilKk, ii CilI’d to receive the bIl)il.dL’iiSttrigger SigIlill, ii!l(i c’ar(is 10
transmit Slllllnlilt’y information to tbe trigger syslcm, Since the Q-T t’mis srrve tight ph~lt~}tutw
sigt~iils C;ich, tlIC crates indivi~it]idly d~iil wilh U~Jto 12S ph[>tt~tl]k ~igt~iils.



times in response to a trigger. During the time when the DMA is being accomplished, the
processor can compact and xmsfer over Ethernet previously acquired events.

The data compaction consists of several parts, Those channels for wlilch there was not sufficient
pulse height to cause the discriminator to start a timing ramp are removed from the dtita strewn.
The integrated pulse height will he numerically difference to determine the total charge collecteci in
the 100 ns interval. A set of tabulated computations will be examined to determine the tine time
information.

Trigger System

l%e total number of phototubes with charge sufficient to cause discriminator output imd the tot:d
charge collected by all phototubes will be available for each 100 ns time interval. hfonte Car!o
studies show that these two are expected to be strong functions of energy. Fast digital comparators
will sign,ai the presence of an event of high enough energy to be an electron with sufficient energy
to have been caused by a neutrino event of interest. Other comparators wili signal the presence of a
lower energy event associated with the 2.2 MeV gtimma from neutron capture or the very iligh
energy asscwiated with the presence of a high energy cosmic r;ty, Since the possibility exists lhiit a
cosmic-my muon wiil stop in the appariitus and decuy giving an electron with energy in the same
range of energy as a neurnno event, the trigger iippariitusmust correiitte these in time with the
cosmic-ray signals. If such an electron is found within it few tens of rmcroseconds of a cosmic--ray
muon, then the system will trigger the recor(iing of both the cosmic r:~yand the electron, It is the
novel free-running front end and 200 ps depth of the dual-ported memory thtit enabie the trigger to
delay the decision to write a muon event to the FIFO’S, Thus most cosmic muons are disuimitxi
(they are overwritten in the dual ports), while one tissocitited with il~ electron event that is
potentiality its decay product is written to tope, Off-line aniiiysis wiil ~ttempt to ~~~eliite these in
space, If the location of the cosmic my is found to be sufficiently dktiint from the electron, then
the electron will continue to be kept in our data M tin interesting event,

Event [3uiider

Four Ethernet connections will connect the V hlEl nwm}hxird computers to an SG 14[>/480; three (Jr
four monobourds per Ethernet (Figure 4), (The possibility thiit (XBAF’S C0[3A will he use(i to
connect these VME computers to the SGl is cwrren[ly being consiticrwi. ) The S(; I computer w:II
assemble the dittti and determine the energy c~fthe ~ietccted piwticie, the position itd type of the

piitikle. For eiectrons itnd high-energy muons, the Cmenkov cone will iillow the (ic(em~ii~i!tk}nof
the direction of tmvel. The energy is expmted to be resolvutde to :~pproxim,tttly 5% f{~r eic(’trons
of N McV or higher and the position to :~hout !() cm :uui the dirccti(m t~f triiv~l to ;I}kmt 15“.

Conclusitm
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Figure 1. Main detector tank showing
placement of photomukiplicr tubes,
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Figure 3, Front-end electronics for
iI singk photomultiplicr tube,

Figure 2. Photomultiplicr tube pulse
acquisition.
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Figure 4, LSND Data Acquisition Sys:cm,


